
Sparse R-CNN: End-to-End Object Detection with Learnable 
Proposals 
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Comparisons of different object detection pipelines 

HW k object candidates 

RetinaNet：Focal Loss for Dense Object Detection



Comparisons of different object detection pipelines 

select a small set of N candidates from 
dense HW k object candidates(RPN) 

extract image features within corresponding 
regions by pooling operation 
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Comparisons of different object detection pipelines 

directly provides a small set of N learned object 
proposals. 
Here N << HW k 
HW k (up to hundreds of thousands) 
N (e.g.100)
without non-maximum suppression post 
procedure
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• 1. Input: an image, a set of proposal boxes 
and proposal features,
the latter two are learnable parameters. 
2. Backbone: FPN + ResNet 
3. Regression prediction :3-layer perception 
4.Classification prediction :a linear projection. 
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Details of Sparse R-CNN 

coarse localization of objects 

roi feats 



Dynamic Instance Interaction 
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Details of Sparse R-CNN 

coarse localization of objects 

• the iteration structure: the newly generated 
object boxes and object features will serve as 
the proposal boxes and proposal features of 
the next stage in iterative process . 

• (Cascade R-CNN )

• self-attention module :Before dynamic 
instance interaction, on object features. 
(Attention is all you need）

 

The iteration structure



prediction loss

• The final loss only performed on matched pairs
• optimal bipartite matching between predictions and ground truth objects 

focal loss L1 loss generalized IoU loss 



Training details 

• 1. ResNet-50 as backbones. The backbone is initialized with the pre-trained weights on ImageNet 
• 2. The mini-batch is 16 images and all models are trained with 8 GPUs (NVIDIA Tesla V100 GPU )
• 3. 36 epochs 
• 4. proposal boxes, proposal features: 100
• 5. iteration is 6 



Experiments 



从Faster R-CNN(40.2 AP)出发，直接将RPN替换为a sparse set of learnable proposal boxes，AP降到18.5；引入
iterative结构提升AP到32.2；引入dynamic instance interaction最终提升到42.3 AP。

Ablation study



The effect of feature reuse The effect of instance-interaction in dynamic head 



Initialization of proposal boxes 



number of proposals 

number of stages 




